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Traditional Farming
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Why Machine Vision?

« Labor shortage
* Aging of farmers
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Smart Machine Vision

- Optical sensors (e.g., cameras)
- Capturing images of objects
- Calculating and processing the information in the images (e.g., deep learning)

- Monitoring, warning, or taking action using the information
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Machine Vision Application
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https://www.assemblymag.com/ext/resources/White_Papers/Sep16/Introduction-to-Machine-Vision.pdf
https://medium.com/vsinghbisen/application-of-computer-vision-in-precision-agriculture-farming-79b0600d5a5d
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What Smart Machine Vision Can Do?

@ Classification Localization and @ Semantic @ Instance
Classification segmentation segmentation

i
Cardboard
Human
cut-out
AlexNet Fast R-CNN U-Net Mask R-CNN
VGG-16 Faster R-CNN
FCN MaskLab

ResNet-55 YOLO v4
EfficientNet YOLO v5 DeepLabv3+ YOLACT
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Implementation Flow of Machine Vision

Image acquisition

Acquire images manually by
human or automatically by
installed cameras and image
transmission equipments.

Database

Store images with labels and
feature locations, and store
other useful information such
as temperature.

User access

Establish  microservice and
serve as a bridge between the
model and public by docker,
kubernetes...

% &) Yan-Fu Kuo
logte] Dept. of Biomechatronics Engineering

Machine vision

Dataset

Splitimages into training, validation, and testing dataset.

Image augmentation

Increase image variety to improve model robustness.

Model architecture
Utilize suitable machine learning models to achieve the target.

Model training
Use training dataset and choose suitable optimizer to update

parameters and use validation dataset to validate.

Model evaluation
Test model performance by testing dataset.

Framework

Select suitable framework for developing models

© 2022 Tsung-Hsiang Ma



Image Acquisition

%
B &
N
1 )
B ©
@x rP

Yan-Fu Kuo
Dept. of Biomechatronics Engineering

Image acquisition

Acquire images manually by
human or automatically by
installed cameras and image
transmission equipments.

10



Implementation Situations
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Image Acquisition

Yan-Fu Kuo
QYT ¥ Dept. of Biomechatronics Engineering

12



Implementation Flow of Machine Vision

Image acquisition

Acquire images manually by
human or automatically by
installed cameras and image
transmission equipments.

Database

Store images with labels and
feature locations, and store
other useful information such
as temperature.

User access

Establish  microservice and
serve as a bridge between the
model and public by docker,
kubernetes...
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Machine vision

Dataset

Splitimages into training, validation, and testing dataset.

Image augmentation

Increase image variety to improve model robustness.

Model architecture
Utilize suitable machine learning models to achieve the target.

Model training
Use training dataset and choose suitable optimizer to update

parameters and use validation dataset to validate.

Model evaluation
Test model performance by testing dataset.

Framework

Select suitable framework for developing models
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Machine Vision

Machine vision

Yan-Fu Kuo
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Dataset
Split images into training, validation, and testing dataset.

Image augmentation

Increase image variety to improve model robustness.

Model architecture
Utilize suitable machine learning models to achieve the target.

Model training
Use training dataset and choose suitable optimizer to update
parameters and use validation dataset to validate.

Model evaluation

Test model performance by testing dataset.

Framework

Select suitable framework for developing models
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Procedure — Training A Deep Learning Model

Step 1 | Preparing at least 500 images for each category

Step 2 | Generalizing the images using augmentation

Step 4 | Choosing a suitable model architecture
Step 5 | Training the model

Step 6 | Evaluating the model performance
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Image Collection

Blur Missing object
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Image Annotation
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Classification
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Localization
and
classification

™\

Semantic
segmentation

Instance
segmentation
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Image Augmentation

- Adjusting existing training images to generalize to other situations

- Allowing the model to learn from a wider array of situations
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Smart Machine Vision Tasks — Static

Classification

Cardboard
cut-out

AlexNet
VGG-16
ResNet-55

EfficientNet
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1080

What Is An Image?

What humans see
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Classification Using A Convolutional Neural Network

Convolutional Neural Network (CNN) TUNA
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128 Max pooling
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Image Collection
) \ J WHALE X

Model Training

Prediction
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Smart Machine Vision Tasks — Static

Localization and
Classification

Fast R-CNN
Faster R-CNN
YOLO v4
YOLO v5

Lo Yan-Fu Kuo
Q2 Q) Dept. of Biomechatronics Engineering

22



Architecture — Localization and Classification

. Backbone CNN _

Neck
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"objects": [{

"class_id":0,

"name": “People",
"coordinates":{
"center_x":0.564741,
"center_y":0.438410,
"width":0.691837,
"height":0.637432},
"confidence":0.999482

}]
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Smart Machine Vision Tasks — Static

Semantic Instance
segmentation segmentation

U-Net Mask R-CNN
FCN MaskLab
DeeplLabv3+ YOLACT
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Architecture — Segmentation

* Pixel-wise prediction

forward / inference

backward/learning

a Architecture of the Fully Convolutional Network (FCN)
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CRNN

ICS
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Input video
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Video

FC, FC,

l ‘Lactating’
FEm-fe

‘Non-Lactating’

Temporal Features

. Architecture of a Convolutional Recurrent Neural Network (CRNN) 27



Optimizer

« An algorithm that reduce the “loss”

SGD

SGD + Momentum
AdaGrad
RMSprop

Adam

| Yan-Fu Kuo
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Hyperparameters

« Used to control the learning process
* Determined manually

Loss function

Class loss

Obiject loss

Training strategy Optimizer
Epochs Learning rate
Batch size Momentum
Confidence threshold Bias
|OU threshold Decay rate

Box loss

Layer loss

Xy ) Yan-Fu Kuo
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Hyperparameter Tuning

« Automatically choosing the best hyperparameters
* Required very huge GPU resource

R Y Perfgnce (I:I\ — —
A Hyperparameters (). O.-. O.. O

| N Mode|D ...... - U ............. [:] ,,,,, o
Population Based Training

AN Yan-Fu Kuo https://docs.ray.io/en/latest/tune/tutorials/tune-advanced-tutorial.html
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Training Facility

£Y Google Cloud
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Model Evaluation — Model Training

— Train LoSss
—— Validation Loss

Loss Value
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Model Evaluation — Confusion Matrix

500 0.00 0.00 0.00 0.00 0.00
501 - 0.00 0.00 0.00 0.00 0.00
505 A 0.00 0.00 0.00 0.00 0.00
509 A 0.01 0.00 0.00 0.00 0.00
9 601 4000 0.00 000 0.02 0.00 0.00 0.00 0.00
L)
§605- 0.00 0.00 0.00 0.02 0.00 0.01 0.00 0.00
609 4 0.00 0.00 0.00 0.00 0.00
701 4 0.00 0.00 0.00 0.00 0.00
705 4 000 0.00 0.00 0.00 0.00
709 4 0.00 0.00 0.00 0.00 0.00
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Predicted label

a2 Confusion Matrix
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Deep Learning Frameworks

mﬁﬁiiﬁ @xnet Keras

O PyTorch' €) ONNX

1 .
O Caffe? @DL‘“
TensorFlow




Implementation Flow of Machine Vision

Image acquisition

Acquire images manually by
human or automatically by
installed cameras and image
transmission equipments.

Database

Store images with labels and
feature locations, and store
other useful information such
as temperature.

User access

Establish  microservice and
serve as a bridge between the
model and public by docker,
kubernetes...
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Machine vision

Dataset

Splitimages into training, validation, and testing dataset.

Image augmentation

Increase image variety to improve model robustness.

Model architecture
Utilize suitable machine learning models to achieve the target.

Model training
Use training dataset and choose suitable optimizer to update

parameters and use validation dataset to validate.

Model evaluation
Test model performance by testing dataset.

Framework

Select suitable framework for developing models

© 2022 Tsung-Hsiang Ma
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Implementation Flow of Machine Vision

Database

Store images with labels and
feature locations, and store
other useful information such
as temperature.
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Database

Image

Zx) E) Yan-Fu Kuo
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Label

Useful information

%,
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Database

Internal user

1. Data analysis
2. Image manipulation
3. Developing model

Yan-Fu Kuo
Dept. of Biomechatronics Engineering

External user

1. Open source
2. Data analysis
3. Providing new source

38



Implementation Flow of Machine Vision

Image acquisition

Acquire images manually by
human or automatically by
installed cameras and image
transmission equipments.

Database

Store images with labels and
feature locations, and store
other useful information such
as temperature.

User access

Establish  microservice and
serve as a bridge between the
model and public by docker,
kubernetes...
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Machine vision

Dataset

Splitimages into training, validation, and testing dataset.

Image augmentation

Increase image variety to improve model robustness.

Model architecture
Utilize suitable machine learning models to achieve the target.

Model training
Use training dataset and choose suitable optimizer to update

parameters and use validation dataset to validate.

Model evaluation
Test model performance by testing dataset.

Framework

Select suitable framework for developing models
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Implementation Flow of Machine Vision

User access

Establish  microservice and
serve as a bridge between the
model and public by docker,
kubernetes...
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User Access — Interface

@
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User Access — Service Architecture

@ e Proxy
}

e Data Storage @ API Gateway
A, S —— I
E € Recognition ) Dpata Processing
A LT "N
recognition service T — |
oao.= -
o Q
Application support Application service
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User Access — Useful Service Tools

&

docker kubernetes
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Applications of Machine Vision
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Computing Methods

Cloud Computing

Computation
takes place here

Ay Yan-Fu Kuo
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Edge Computing

Computation takes
place here
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Tomato Disease ldentification

Powdwerymildewl-

&

Tomato leaves
images
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Tomato diseases doctor

@G ©
&)

LINE Chatbot

~

J Input images

Abnormal
detection model

Controller

> [ LINE Chatbot

Legit images

—> Input
— Feedback

Tomato diseases
identification model

Yellow spots
Images

powdery-mildew-II

Leaf-mold/
distinguishing model

Tomato diseases identification system
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Tomato Diseases

Tomato chlorosis virus

Bacterial spot
(Early stage)

Bacterial spot

—___ [Late stage]

Tomato yellow

EIREES ES

Gray leaf spot

Powdery mildew |

-~ TOMATO
DISEASES

Late blight |

Leaf m‘i_rvler.-*

b7 |

Early blight
(Early stage)

Early blight
(Late stage)

\Powdery mildew I

b

Target spot
[Early stage)

Target spot
(Late stage)

Leaf mold
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CATEGORY

Specks

Scorches & spots with yellow halo
Powdery mildew |

Rings spots

Systemic disorders

Yellow spots

Water-soaked lesions

NN

Serpentine mines
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Tomato Disease ldentification

Start tomato disease
identification
Input an upper side tomato Input an lower side
leaf image tomato leaf image

! l

ADM LPDM

Normal
images?
Yes

DIM

Yellow
spots?
Yes

Powdery mildew I
and prevention
suggestions

Asked for a
normal image

Leaf mold
and prevention
suggestions

Identification results
and prevention
suggestions

=) Yan-Fu Kuo
Q) Dept. of Biomechatronics Engineering




] Yan-Fu Kuo
3§7 Dept. of Biomechatronics Engineering

users

!

B, 18, 185, IB, IBS, 18S, I8, IBS, IBS, 185, IB, IBS, IS, IB; IBS, IS, 1B, C, P,

224 %2243 ‘

Input image

ﬁ p=32 P24 p=32 p6d p=96 p=160 p=1280
6 p=16 p=320
n
(d) Inverted Residual Block with
(b) Block (B) (c) Inverted Residual Block (/B) Shortcut Connection (/85)
input, q Output, p

1x1Cony, p nput, q 3 3 Cony, 6g Output, p|
3x3Com, q Output, p| onv. 69 ’

BN an BN
BN BN LN BETN = [
Rell RelU} "RelU

species 1dentification and data storage server
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Overview of the Proposed System

- Composed of three components: (1) mobile APP, (2) wood classifier, and

(3) image database

l@

-

Species Classification

Apply machine learning models to classify o
wood species using features that were :
extrated.

Error Rate Control i

~—API - Ferret out the images that could not be (M—?d_EI

Mobile APP < 1 Wood Classifier T identified (species not included) in early state Training |mage Database

to avoid confusion at the classification model. L ,
Providing users extensive A reliable identification d Database with high quality
experience with nice user system built with ML, o e . . wood cross-section Images.
|nterface and addnlonal Image process|ng' and Rellal:)lll‘tyI Cal|brat|0n The data was used to train

functions . statistic. Provide users statistically meaningful the DL models.
“‘confidence score” for their futhur judgment.

LAy | Yan-Fu Kuo 50
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The Mobile Application

o .. - -

Result ()

N -« .- -

S GINEET W TR My Records
Cinnamomum kanehirae Hayata

Q Search Y

Note

Title

Stati
ot Predictions

Stout Camphor Tree @ b

2021/05/17 18:36:13 -

Location
- Stout Camphor Tree @ ...
Very Likely  Restricted
Tags
e Red Bark Slugwood @ 2...
Comment Possible  Test  Mobilenet V2

Large-leaved Machilus ...

Not Accurate

Test 123

Possible

¥ Camphor Tree @ 2021/5...

My Records
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Fish Type Identification and Counting

- Electronic monitoring system

- Identifying the fish types automatically GPS
. ) i t

- Measuring the length of the fish automatically e

Waterproof
lens

Computer _h

Ay Yan-Fu Kuo 52
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Fish Type Identification and Counting

Output result
-"- 1‘ v - .Z

Input image

— V- 7
‘\ ‘
P
[l iy -
£ Foe
4 .

: Backbone CNN

| (ResNet101-FPN)
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Fish Type Identification and Counting

12
B Predicted tuna
pm Predicted marlin
B Predicted shark
10F BN Predicted other
08
o
0
O
7
()
2 06}
(o)
©
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c
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O
0 0 ' 1 A ' L 'S s
%) 100 200 300 400 500 600
Frame
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Shrimp Length Measuring

The shrimps raised in a concrete-walled outdoor ponds
Videos of the shrimps acquired using an underwater camera

Cloud computing

Pond

fhr; f’ Yan-Fu Kl:IO _ _ _ Embedded system
QR () Dept. of Biomechatronics Engineering
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Shrimp Length Measuring

Input image
SRR ot -

5

Output result
R

- g

Backbone CNN Neck Head

v

-___________\
>

|

Modified CSPDarkNet53 YOLOV3 head
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Shrimp Length Measuring

Yan-Fu Kuo
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Long-term Monitoring of Shrimp Length

N =20 N =15 N =25 N =30 N =35 N =25 Total N = 150
n =347 n=235 n=414 n =459 n =548 n =421 Total n = 2424

Yan-Fu Kuo
Dept. of Biomechatronics Engineering

58



Chicken Dispersion and Movement Monitoring

Histogram of chicken

movcment

T\ Embedded system control - \ Command
—

— =
\=/ 0= — ERARRER
=]
m o ﬁ # of chicken
®
Router (o) Internet
Image Movement
information analysis
Chicken farm Cloud server Terminal
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Chicken Detection

) 3B

CSPOSANet

Upsampling

Concatenation

Backbone Neck Head

Yan-Fu Kuo
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Chicken Tracking, Movement, and Dispersion

Histogram of chicken movements

Number of chicken

—_— — . .
0 100 200 300 400 500 600
Movements (mm/s)

NNI=0.459

NNI=1.413

Clustered Dispersed

Yan-Fu Kuo
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Long-term Movement Observation

Summer
2021/05/24 - 07/12
Regression equation: y = -0.049 * x + 72.607

Week 2 Week3 Week 4 Week5 Week 6 Week 7 Week 8 Week 9
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Movement Warning System

Winter Period Summer Period
500 2021/01/31-3/20 500 2021/05/24-7]12
«  Normal values «  Normal values
175 - Yellow warnings 175 - Yellow warnings
+ Red warnings « Red warnings
150 Safe zone 150 Safe zone
125 o = 125 -

Movement (mm/s)
o 5
0, ] o

Movement (mm/s)
< o
0, ] o

w

(@]
wn
o

25

25
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Long-term Dispersion Observation

Winter Summer
L8 2021/01/31 - 03/20 18 2021/05/24 - 07/12
—— Regression equation: y = 0.001 * x + 0.91 —— Regression equation: y = 0.001 * x + 0.929
95% confidence interval 95% confidence interval
1.6 = One hour average 1.6 +« One hour average

Week 2 Week 3 Week4 Week5 Week6 Week7 Week8 Week 9 Week 2  Week3 Week4 Week5 Week6 Week7 Week8 Week 9

Xy &) Yan-Fu Kuo 64
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Dispersion Warning System

1.8

1.6

Winter Period
2021/01/31-3/20

« Normal values
Yellow warnings
« Red warnings
Safe zone

Yan-Fu Kuo
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Summer Period
2021/05/24-7/12

1.8

1.6

Normal values
Yellow warnings
Red warnings
Safe zone

Week 6 Week 7 Week 8
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Sow and Piglet Activity Monitoring

a Farrowing House € Output

— Sow lactating time

camera 4N9 — Sow feeding time
S
1 N\ — Sow posture change frequency €=
embedded . . .
system —— Sow inactive ratio

crate
—— Piglet movement

_' iy pillar
W —— Unfed piglets detection

videos
b C Deep learning models d Data analysis
Video Sow posture recognition «  Sow posture analysis
. # —
preprocessing | images +  Piglet position analysis
: L . while the sow is lactatin
Piglet localization and fracking ( 9)
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Sow Posture Recognition
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Sow Posture Recognition

Farrowing crate in Tainan farrowing house

67.3%

4.5%

13.1%

Cratel Crate 2 Crate 3 Crate 4 Crate5

Farrowing crate in New Taipei farrowing house

12.0%
11.8% 11.0% 12.7%

11.9%

16.4%

Crate 6 Crate 7 Crate 8 Crate9 Crate 10

® Lying
® Lactating on the left side
Lactating on the right side

@ Feeding ® Sitting
Standing Sternal or ventral recumbency

Yan-Fu Kuo
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Piglet Tracking

Localization

Ay Yan-Fu Kuo
Q2 Q) Dept. of Biomechatronics Engineering

Tracking

Trajectory

s
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Piglet Activeness

800 - One day average
e Cratel e Crateb6
700 : » Crate 2 Crate 7
g e Crate3 o Crate8
c 600+ o Crate4 Crate 9
: 500 - e Crate5 o Cratel0
= Regression equation
GE) 400 - —— Crate 1: y = 0.24x + 258.67
Crate 2: y = 0.18x + 328.96
q>) 300 - —— Crate 3: y = 1.09x + 318.84
O —— Crate 4:y = -0.71x + 197.45
2 200- —— Crate 5:y = 1.99x + 217.34
—— Crate 6: y = 23.80x + 272.78
100+ Crate 7: y = 16.03x + 332.73
0 l l . . . . . . . . . . . . . —— Crate 8: y = 18.44x + 269.31
. . Crate 9:y = 21.14x + 283.18
’O\\'\' @A’L @*’b @* @*6) ro*b roﬁ/\ ro§<b @\\q * > A'\"\' \\'\"L ﬂ'\?) \\'\' \\'\(? —— Crate 10: y = 9.32x + 328.50
AR AR VA VU A VA YA VY Q% QF Q¥ o o ° 68.3% confidence

Gy ) Yan-Fu Kuo 70
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Piglet Activities

T
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%’

Yan-Fu Kuo

Farrowing crate in Tainan farrowing house

‘ 24.5% 33.8%

Crate 1 Crate 2 Crate 3 Crate 4 Crate 5

63.7%

&

Farrowing crate in New Taipei farrowing house

' 35.4% ' 37.1% 48.9%

Crate 6 Crate 7 Crate 8 Crate 9 Crate 10

43.0% 35.5%

Rest ® Active @ Feeding
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Unfed Piglet Detection

- Find unfed piglets by combining two models

L1 L2 R1 R2
(155, 350) (430, 350) (510, 350) (785, 350)

L4 L3 R4 R3
yl (155,920) (430,920) (510,920) (785, 920)

Ay Yan-Fu Kuo 72
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Unfed Piglets
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